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» Exploit the mechanisms underlying communication
protocols to learn what should be communicated and what
actions should be taken to optimize a given task.
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» Task Objective: Agents should cooperate to maximize
network coverage while minimizing forward actions.

» Main Challenge: Uncontrolled nodes movement and highly
dynamic network structure.

» Motivation: Current methods employed in Mobile Ad-Hoc
Networks (MANETS) struggle when the underlying graph
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» Learn when to share information and/or the next action
should be taken.

Current Step: 1

— /Step 1: Send

» Integrate and optimize networking components to the
Collaborative Message Dissemination environment.

structure quickly changes.
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